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Executive Summary

The SL-ReDu project aims to advance the state-of-the-art in the automatic recognition of Greek Sign
Language (GSL) from videos, while focusing on the education use-case of standardized teaching of GSL
as a second language. In this deliverable (D6.4), we present the dissemination activities during the third
(final) year of the project (M27-M42), which primarily included publications and presentations at
international conferences, as well an open-access journal publication. It is worth noting that the SL-ReDu
project has yielded 16 publications during its life-span of 3.5 years (42 months).
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1 Introduction

Dissemination represents an important activity of research projects, as it allows spreading of the
developed knowledge in a timely fashion to the scientific, stakeholder, and general public communities,
while also allowing funding agencies to gauge project impact and investment return, as well as resulting
to visibility of all parties involved. For this purpose, the SL-ReDu project has assigned a dedicated task
(T6.1) of workpackage WP6 in its Technical Annex to the project dissemination activities, which remains
active over the entire project duration with its activities reported yearly.

In this deliverable (D6.4), we overview the SL-ReDu dissemination activities during its third year (M27-
M42), following corresponding deliverables D6.1 [1] and D6.2 [2] that covered its first year (MO1-M12)
and second year (M13-M26), respectively. Since the project logo, website, brochure, and poster were
developed in Y1 and thus reported in D6.1, here we primarily cover scientific dissemination by means of
papers and their presentations during Y 3.
More specifically, we discuss:

e The publications of research work related to SL-ReDu (Section 2).

e The presentations of the project at various fora (Section 3).

e Any other dissemination activities, including student education activities (Section 4).

Finally, in Section 5 we outline some of our planned future dissemination activities, and in Section 6 we
conclude the deliverable.
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2 The SL-ReDu Publications During Y3

Following five scientific publications during Y1 of the project and an additional three during Y2, in Y3
an additional eight have appeared or been accepted for publication in well-established peer-reviewed
international conferences and a journal. Thus, a total of 16 publications have been made during the life-
span of the SL-ReDu project (all of which are available on the SL-ReDu website (URL: https://sl-
redu.e—ce.uth.gr/publications)), constituting the primary means of scientific dissemination of
the project work.

More specifically, the Y3 papers are listed next:

K. Papadimitriou, G. Potamianos, G. Sapountzaki, T. Goulas, E. Efthimiou, S.-E. Fotinea, and P.
Maragos, “Greek sign language recognition for an education platform,” Universal Access in the
Information Society [Open Access], 2023 (DOTI: 10.1007/s10209-023-01017-7).

K. Papadimitriou and G. Potamianos, “Multimodal locally enhanced transformer for continuous
sign language recognition,” in Proceedings of the Conference of the International Speech
Communication Association (INTERSPEECH), pp. 1513-1517, 2023 (DOoI: 10.21437/
Interspeech.2023-2198).

G. Sapountzaki, E. Efthimiou, S.-E. Fotinea, K. Papadimitriou, and G. Potamianos, ‘“Remote
learning and assessment of Greek Sign Language in the undergraduate curriculum in COVID
time,” in Proceedings of the International Conference on Education and New Learning
Technologies (EDULEARN), pp. 5452-5459, 2023 (DOT: 10.21125/edulearn.2023.1431).

K. Papadimitriou, G. Sapountzaki, K. Vasilaki, E. Efthimiou, S.-E. Fotinea, and G. Potamianos,
“SL-ReDu GSL: A large Greek Sign Language recognition corpus,” in Proceedings of the IEEE
International Conference on Acoustics, Speech and Signal Processing Workshops (ICASSPW) —
SLTAT 2023: FEighth International Workshop on Sign Language Translation and Avatar
Technology, pp. 1-5, 2023 (DOI: 10.1109/ICASSPW59220.2023.10193306).

K. Papadimitriou and G. Potamianos, “Sign language recognition via deformable 3D
convolutions and modulated graph convolutional networks,” in Proceedings of the IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 1-5, 2023
(DOTI: 10.1109/ICASSP49357.2023.10096714).

G. Sapountzaki, E. Efthimiou, S. E. Fotinea, K. Papadimitriou, and G. Potamianos, ‘“3D Greek
Sign Language classifiers as a learning object in the SL-ReDu online education platform,” in
Proceedings of the International Conference on Education and New Learning Technologies
(EDULEARN), pp. 6146-6153, 2022 (DOI: 10.21125/edulearn.2022.1449).

K. Papadimitriou, G. Potamianos, G. Sapountzaki, T. Goulas, E. Efthimiou, S.-E. Fotinea, and P.
Maragos, “Greek Sign Language recognition for the SL-ReDu learning platform,” in Proceedings
of the 7th International Workshop on Sign Language Translation and Avatar Technology: The
Junction of the Visual and the Textual: Challenges and Perspectives (Satellite Workshop to the
Language Resources and Evaluation Conference (LREC)), pp. 79-84, 2022 (URL: https://
aclanthology.org/2022.sltat-1.12).

M. Parelli, K. Papadimitriou, G. Potamianos, G. Pavlakos, and P. Maragos, “Spatio-temporal
graph convolutional networks for continuous sign language recognition,” in Proceedings of the
IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 8457—
8461, 2022 (DOT: 10.1109/ICASSP43922.2022.9746971).
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Note that the last publication in this list has already been accepted during Y2 of the project, thus also
listed in D6.2 [2] (but appeared in Y3), whereas the first two have been accepted towards the end of the
project’s Y3 (and appeared shortly thereafter). The first page and the acknowledgment page of the first

publication listed above (open-access journal) is shown in Figure 1.

Universal Access in the Information Society
hittps2//doi.org/10.1007/510209-023-01017-7
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Abstract

Goulas - Eleni Efthimiou” -

Recent advances in sign language (SL) technologies, along with demand for SL education, have led to increased interest
in developing tools that enable automatic assessment of learners’ SL video productions, helping both students and their
instructors. At the very least, such tools should perform automatic SL recognition (SLR ) of non-studio quality videos in a
signer-independent (SI) fashion, thus providing simple binary feedback on learners’ signing under realistic usage scenarios.
Motivated by the above and the lack of any such tools for the Greek SL (GSL), we have been developing the “SL-ReDu”
education platform for both receptive and productive GSL learning and student assessment. In this paper, we present our
SLR module for GSL. developed for and integrated to the “SL-ReDu” system. The module incorporates state-of the-art
deep-learning based visual detection, feature extraction, and classification, operates in an S1 mode on web-cam videos, and
‘accommodates a small-size vocabulary of isolated signs and continuously fingerspelled letter sequences. We train the module
on collected GSL data and demonstrate its superiority over a number of allernative SLR algorithms. We then conduct its
objective evaluation within the “SL-ReDu” system and carry out a subjective evaluation of the overall platform, obiaining

very satisfactory results in both.
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1 Introduction

Sign languages (SLs) comprise a complex non-vocal form of
communication, which ocours in the 3D visible space around
the signer's upper torso, encapsulating both manual and non-
manual articulation, each carrying gloss linguistic content
[1]. Dee Lo its iniricacy. kearning an SL as a second language
L2 and 1 process
for both sludcnls and their instructors [2]. Importantly, stu-
dents need ragular feedback on their SL productions during
learning, which may not be available at all times by their
instructors (e.g.. at home and at a leisurely learning pace).
Further, the currently used asszssment procedures yield
significant instructor workload, as they rely exclusively on
manual inspection of large amounts of video files of learn-
ers’ productions or in vivo interaction with small groups of
students, while also lacking both inter- and intra-instructor
consisiency and objectivily in grading [3. 4]. For example, at
the Special Education Department at University of Thessaly
(UTH-SED), the end-of semester evaluation of L2 learners
of Greek SL (GSL) thai are enrolled in the corresponding

&) Springer

Universal Access in the Information Society

Table® by
evalustion. Comments in bod will kad t0 in the h

s (in sddition to the ratings) in the SL

wputer interface of the SL-

‘Subjective evalualion comments

“Easy to manage application with a variety of exercises and a very friendly environment ™
“1 think this is a very plesant platform that will help students who want more practice and contact with GSL. outside the UTH-SED course ™
“The platform is very sood and gives us the ability to practice and fill any gaps we may have.”

“The platform is quile supportive 2nd ensbles practioe.”
“It was a pleasant and unique experience.”
“Very nice experience: it helps you s lot™

“It was an interesting experience. The platform is ueful and easy touse.”

“It was  pleasant experience that | would Ty sgain.”

“(Great program, easy to use and simple. Maybe & would be better o mot scroll down to the page bottom to view the exercise response.”

“1 liked the platform functionally. Some points need a better design. The numbering 1/6 is pliced on the buttom right, while personally [
‘was looking for it between the navigation arrows where there s the exercise indication

“The platform seems pretty easy to use, however when

of the camera

face. I made severd

attempts, but only iIn 1-2 cases it detected me.”
“Letter “E” was not distinct

ot clear enough 15 & was canfusod with the mamber of Gercses.”

“Fingerspeled letter ‘11"

seetion. Theenvir was very friendly. The time was

00 long. Reduce the exercises from 50 to 25 in the general perception

“1 woukd like more colors in the main memu, where we select the scctions. Also, when it shows me the correct or incorreet answer, 1

‘would like the box to turn green or yellow respectively.”
“Some videos play in low quality

10.000 ion™. It is ot clear which button to click on. 1 would have liked exereise descriptions.

included in the “Thematic Vocabuliry” menu tab.”

system, overviewing its built-in interface, linguistic con-
tent, and architecture design. Most importantly, we present
the GSL recognizer that is integrated to the prototype. and

hi ble of recognizing withina small
vu:zhulary and continuous fingerspelled letter sequences. In
addition, we provide comparative evaluation results of the
developed recognition models against state-of-the-art SLR
approaches. In particular, the experimental resulis demon-
strate that our recognition module performs well under a
signer-independent framework in non-ideal visual seitings,
outperforming allernative archilectures that rely on skel-
etal, appearance, and motion features. Finally, we present
the evaluation campaign of the prototype, discussing resulls
concerning objective assessments of the GSL production

Acknowledgements This reszarch work was supparied by the Hel
lenic Foundation for Research and Innovation (H.FR 1) under the
“1st Call for HFR I Research Projects to support Faculty Members
& Researchers and the procurement of high-cost research equipment
grant” (Project “SL-ReDu.” Project Number HFRI-FM17-2456)
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Jects to support Faculty Members & Researchers and the procurement
‘of high-cost research equipment grant” (Project “SL-ReDu,” Project
Number HFRIFM17-2456).
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aspects of the system, as well as a subjective a ment of
the entire platform based on an appropriate questionnaire.
The findings of the evaluation can be regarded as very salis-
fying, validating our approach and the viability of the system
design. A larger evaluation campaign is planned in future
concerning the next version of the SL-ReDu prototype cur-
rently under development, aiming lo facilitate significantly
richer GSL material andenable continuous GSL production
assessment.

&) springer

Open Access This article is licensed under a Creative Commons Aliri-
bution 40 International License, which permis . shmng adapls-
tion, distribution and reproduction in any me rmat, 25 long
asyou give appropriste credit to the ariginal e s s
provide a link o the Crestive Commons licence, and indicate if changes
‘were made. The images or other third party material in this article are
included in the article's Creative Commons licence, unless indicated
etherwise in & credit line to the material. If material is not included in
the article's Creative Commons licence and your intended use is nol
permitied by statutory regulation or exceeds the permitied use, you will

Figure 1: The SL-ReDu publication in the open-access journal Universal Access in the Information
Society of Springer. Left: The first page of the article; right: the article page stating the funding agency

(H.F.R.L.) and the open-access
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3 The SL-ReDu Presentations During Y3

Six of the aforementioned conference publications (seven in total) have been presented during Y3 of the
project at the corresponding conferences. Note that the second publication of the Section 2 bullet list will
be presented at INTERSPEECH’23 slightly beyond the end of the project (M44). From these seven
presentations, three were made virtually (due to the corresponding conferences being virtual-only or of a
hybrid format), whereas the remaining five on-site (live, in person).

The summary of the paper presentations follows:

e August 2023: G. Potamianos will present in-person at the Conference of the International
Speech Communication Association (INTERSPEECH’23), in Dublin, Ireland, the second paper in
the bullet list of Section 2.

e July 2023: G. Sapountzaki presented virtually at the International Conference on Education and
New Learning Technologies (EDULEARN’23) the third paper in the bullet list of Section 2.

e June 2023: E. Efthimiou presented in-person at the International Conference on Acoustics,
Speech and Signal Processing Workshops (ICASSPW’23) — SLTAT 2023: Eighth International
Workshop on Sign Language Translation and Avatar Technology, in Rhodes, Greece, the fourth
paper in the bullet list of Section 2.

e June 2023: G. Potamianos presented in-person at the International Conference on Acoustics,
Speech and Signal Processing (ICASSP’23), in Rhodes, Greece, the fifth paper in the bullet list of
Section 2.

e July 2022: G. Sapountzaki presented virtually at the International Conference on Education and
New Learning Technologies (EDULEARN’22) the sixth paper in the bullet list of Section 2.

e June 2022: E. Efthimiou and S.-E. Fotinea presented in-person at the 7th International
Workshop on Sign Language Translation and Avatar Technology: The Junction of the Visual and
the Textual: Challenges and Perspectives (Satellite Workshop to the Language Resources and
Evaluation Conference (LREC’22)), in Marseille, France, the seventh paper in the bullet list of
Section 2.

e May 2022: G. Potamianos and K. Papadimitriou presented virtually at the International
Conference on Acoustics, Speech and Signal Processing (ICASSP’22) the eighth paper in the
bullet list of Section 2.

Concerning the virtual presentations, the ICASSP’22 one was made online via the conference-organized
zoom interface based on a pre-recorded presentation video / voice-over of slides, with the presenters
responding to audience questions both on-line and off-line. On the other hand, the EDULEARN’22 and
EDULEARN’23 conference paper presentations was uploaded in the form of a slide presentation that was
available to the conference participants in an off-line asynchronous mode. The rest of the presentations
were given in-person in a poster format (some accompanied by a one-slide “pitch” presentation), thus
allowing plenty of interaction with conference participants interested to learn more about the SL-ReDu
work. Note that all such presentation material can be retrieved from the SL-ReDu website (URL:
https://sl-redu.e-ce.uth.gr/project_news).

Overall, an effort has been made to produce all presentations following a uniform style and employing a
consistent template. In the case of virtual presentations based on slides, all slides were bearing the logo of
H.F.R.I and the final slide including the acknowledgements text requested by H.F.R.I. in the
implementation guide of the funding action. An example of such format is shown in Figure 2, where the
first and last slide of the EDULEARN’22 presentation are depicted. Further, an example of a poster
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presentation (at ICASSPW-SLTAT’23) is provided in Figure 3, accompanied in Figure 4 by a picture
showing an example of interaction with conference participants.

3D GREEK SIGN LANGUAGE CLASSIFIERS
AS A LEARNING OBJECT IN THE
SL-REDU ONLINE EDUCATION PLATFORM

% 3D GREEK SIGN LANGUAGE CLASSIFIERS
AS A LEARNING OBJECT
IN THE SL-REDU ONLINE EDUCATION PLATFORM

THANK YOU!

Questions? Please contact.
gsapountz@uth.gr

Galini Sapountzaki', Eleni Efthimiou?,
Stavroula-Evita Fotinea?,

Katerina Papadimitriou®, Gerasimos Potamiancs®

'Department of Special Education, University of Thessaly (GREECE)
2Inst. for Language & Speech Processing, Athena Research & Innovation Center (GREECE)
SElectrical & Computer Engineering Department, University of Thessaly (GREECE)

=

EduLearn22: 14th annual International Conference on Education

Acknowledgments

The research work was supported by the Hellenic Foundation
I for Research and Innovation (H.F.R.L) under the “First Call for

H.F.R.l. Research Projects to support Faculty members and

@ HFR

and New Learning Technologies

Hellenic Foundation for Researchers and the procurement of high-cost research

Research & Innovation equipment grant” (Project Number: 2456).

EBULE
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I SL-R

Figure 2: The first slide (left) and last slide (right) of the SL-ReDu presentation at EDULEARN’22,
showcasing the general presentation style adopted and the acknowledgement to H.F.R.I. funding.

7126

SL-REDU GSL: A LARGE GREEK SIGN LANGUAGE RECOGNITION CORPUS

Katerina Papadi iou!, Galini Sap ki 2, Kyriaki Vasilaki 3, Eleni Efthimiou 3, Stavroula-Evita Fotinea 3, Gerasimos Potamianos !
3 Deplt. of Electrical & Computer Eng., University of Thessaly, Volos, Greece
5 Lust. for Languge & Speech Procese, Athana Researeh  Tnnovation Conter, Marousi, Gresce SLTAT 2023

+ Present a large multi-signer video corpus for the Greek Sign Language (G SL).
+ Suitable for the development and evaluation of G 5L recognition (G SLR) algerithms.
+ Collested as part of the " SL-ReDu” project [1]

5 GSLR 18CAN0IORIes supporting the standardizad S8CNINg of G3L as 2nd languags.
= Automates the process of shudent ssif-monltoring and assessment.
+ Meed for improving the fizki of GSL recognition, alignment, and translation.

= Challenges:

+ Avzilable GSL video data e [TI-GSL dataset [2] and Polytropon paraliel corpus [3],

+ Educational content for the SL-ReDu is not suficiently covered in exising databases.
* SL-ReDu G5L corpus:

+ An extensive RGB+D video collection of 21 informants with 2 duration of 26 hours.

+ Recorded under studio conditions.

+ Consists of. isolated signs, cont . and fingerspelling

+ Publicly available at hitps:/iwvwi.shredu e-ce.uth gricarpus.

SL-ReDu Corpus Content

T

e

= Content derives from
+ The definition of the language material for levels
AO-A1 of the Common European Framework for
Languages for G5L as L2 [4,5]
is ized in:
+ Single word units:
& 59 umiqua lexICEl units.

a eriterla:
= SLspecifc [EXIC31 Categories for coMMUNICation i tis evel,
+ GSL phrases:

= 759 prrases

= Annotstion and transistion Into spoken Gresk.

= 7 main phrass types.
+ Fingerspelling data:

= 24 Graak aiphabst lottars

= 326 GSL sipnsbet Nngerspelied words of 3- lefters.

and arficulatory features

RBeferences

i e kL, T S0 TASSCH pmesel e P LREE T918.

=Recor g protocol:
n material for lexical units and phrases is video-based.
" Lexical slichation material xtracted from Polytropon corpus. and the Dicta-Sign dataset [3]
 Additional captures recorded for lexical units and phrases.
+ Elicitation for fingerspelling is text-based
*Developed recruitment strategy:
 Atatal of 21 informants.
+ Signers with early GSL acquisition as first language. and bilingual G5L signers.
v Both genders = 11 females znd 10 males.
+ Ages betwsen 19 and 52 years old.
+ Subjects signed an informed consent form on handling persanal information.
= Acquired Data:
+ Isolated signs
= 21 signors amiculated 369 signe 3 consarutive imes
& 1 signer performed anly 184 isolaled 81gns.
+ Continuous signing:
= 735 phrasen wars divided irvs § @iffersnt groupe.
& 20 informants =9 only ONG groUp ANCS
= 1subject w9 136 phrases
o Tsigner = 8ll 18 755 pnrasea
+ Fingerspelling:
= Each informant emg ones the 24 GEL alphabet letters in isalation,
= asstorse
= sach siphabet lstter at least 4 imes in wotal

56 lattera.

= Each signar

= Studio Setup for Data Collection:

¥ Studio vi = Institute for Language
¥ Studio setup involves two cameras:

o SaNY HVR-ZTN camera: HD VIS0 capture = 1520%1090-plxs| rescution | B0 HE (intenizced),

= intel Realsenss - with 16-0it ) 30 HZ

Speech Processing (IL 5P}

i \f
Figure 3: The SL-ReDu poster presentation at [CASSPW-SLTAT 23,
adopted and the acknowledgement to H.F.R.I. funding.
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+ Videos invalve informants in both sitting and standing positions.
+ Studio recording process:
= Automsted signing videa 0ats coniction.
= Monitor projeciing beth messsges and siicitsfion material.
= Synchronization of cameras via multi-threading.
& 20merent tnraaas: exscution starts &1 e $3me HMe 3na Ia8ta for 1he EaMe Ume durstion
= VI080 TII8NaMSS nvoive tha signed Content. signar 0. sign repetiion, and vidsa typs

SL-ReDu Corpus Overview

= SL-ReDu GSL recognition datasets statistics.

mTyErTED T

= Summary of large-scale SLR datasets (isoiated signing (152 ), cont
fingsrepsting (Fing J)

s signing (Gon ), and

Sadn

Conglusions
= Introduced the SL-ReDu GSL corpus:
« An exensive RGB+D video collection for GSL recognition.
+ Covers the area of language education along with some general content
+ Collected a5 part of the SL-ReDu project:
= FOcusss an the 8ucSHion UBE-C288 of systematc B8SERING of GIL as $850Na languags.
« Contains 3 distinct RGB+D video subsets;

B and
= Dataset is made publicly available.
- Immediate plans

+ Release of experimental results of baseline SLR models on it

Acknowledaments
The research work was supported by the Hellenic Foundation for Research

and Innavation (H.F.R L) under the "First Call for HF R.l. Research Projects @ HFR.
to support Faculty members and Researchers and the procurement of

high-cost research equipment grant” (HFRI-FIM17-2456)

showing the general poster style



Figure 4: Interaction during the SL-ReDu poster presentation at [ICASSPW-SLTAT 23, showing S.-E.
Fotinea (AthenaRC) discussing with Thomas Hanke (University of Hamburg).
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4 Additional Y3 Dissemination and Educational Activities

In addition to the above activities, the following two dissemination actions have taken place:

8 June 2022: The SL-ReDu project was presented at an education event that was organized by
UTH-SED at their premises in Volos, Greece, in conjunction with the European Centre for
Modern Languages (ECML) and the Directorate of European and International Affairs of the
Greek Ministry of Education and Religious Affairs. For this purpose, a video was recorded that
was played during the event. The video is available on the SL-ReDu website (URL:
https://sl-redu.e-ce.uth.gr/project_news).

24 September 2022: The SL-ReDu project and prototype was presented at the DEAFestival’22

(URL: https://www.omke.gr/deafestival-2022/) held in Athens, Greece at the premises
of the National Institute of the Deaf. Two pictures of the event are provided in Figure 5.

In both events, SL-ReDu brochures were also available for the participants, and many discussions took
place between project personnel and interested stakeholders.

Further, SL-ReDu personnel (E. Efthimiou and S.-E. Fotinea) has been actively involved (as members of
the organizing committee) in two editions of the established SLTAT workshop series (Sign Language
Translation and Avatar Technology). Specifically the following two events were held:

24 June 2022: Seventh International Workshop on Sign Language Translation and Avatar
Technology: The Junction of the Visual and the Textual: Challenges and Perspectives as a
Satellite Workshop to the Language Resources and Evaluation Conference (LREC’22) (URL:
sltat.cs.depaul.edu/sltat_2022.htm).

9 June 2023: FEighth International Workshop on Sign Language Translation and Avatar
Technology as a Satellite Workshop to the International Conference on Acoustics, Speech and
Signal Processing (ICASSP’23) (URL: sltat.cs.depaul.edu/sltat_2023.htm).

In both events, in addition to SL-ReDu paper presentations, SL-ReDu brochures were available for the
participants, and many discussions took place between project personnel and interested stakeholders,
paving the way for project exploitation opportunities, as also discussed in D6.5 [3].

Epeuva
& Kuwomyio

A
XVO:

Figure S: Presentation of the SL-ReDu project and system at the DEAFestival’22 in Athens, Greece.
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Further, supporting advanced education in the SL-ReDu research areas, a number of student Theses,
ongoing or completed, are related to the project. Specifically, the following Ph.D. Thesis is very close to
its completion:

e Katerina Papadimitriou, A Multimodal Approach to the Automatic Recognition of Sign Language
and its Application to a Greek Sign Language Education Platform, supervised by G. Potamianos
[expected completion: November 2023];

the following two Master Theses are ongoing:

e Vasilia Sirianou, Language Data Organization Based on WordNet, supervised by E. Efthimiou
[expected completion: May, 2024];

e Konstantinos Moschos, Embedded System Implementation of a Fingerspelling Recognizer of
Greek Sign Language, supervised by G. Potamianos [expected completion: February 2024];

the following three Diploma Theses have been completed during Y3:

e Alexandros Dimos, Tracking and Recognition of Fingerspelling from Videos, supervised by G.
Potamianos [completed: July 2022];

e Angelos Pantopoulos, A Computer Vision System for Automatic Evaluation of Greek Sign

Language Fingerspelling Proficiency, supervised by G. Potamianos [completed: September
2022];

o Georgios Charamis, An Application for Converting Sign Language Fingerspelling to Speech,
supervised by G. Potamianos [completed: July 2023];

and an additional Diploma Thesis is close to its completion:

e Anastasia Psarou, Fingerspelling Recognition in the Greek Sign Language using Human Skeletal
Features and Pose Features, supervised by G. Potamianos [expected completion: September
2023].

Finally, we have redesigned the project flyer and poster, capturing more up-to-date information of the SL-
ReDu project, in order to further facilitate its dissemination at events such as the DEAFestival,
appropriate conferences, and at the partners’ premises. For example, the new poster is shown in Figure 6
in the next page.

D6.4 Publicity and Dissemination Report for Y3
Page 12



Sign Language Recognition in Education

14 SL-ReDy

SL-REDuU: SIGN LANGUAGE
RECOGNITION IN EDUCATION

Project Synopsis

“SL-ReDu” is an innovative project that aims to exploit deep-learning progress to advance the state-
of-the-art in video-based automatic recognition of Greek Sign Language (GSL), while focusing on the
use-case of GSL education as a second language (L2). The project main objective is to address the
need for standardized teaching and efficient self-assessment of GSL as L2, by conducting interdiscipli-
nary research in engineering and humanities

Main Goals

+/  Development of innovative computer vision and machine learning algorithms for video-
based automatic SL recognition

/' Collection of a large multi-signer database of GSL
v Human-computer interface design for the GSL education use-case
v Evaluation of GSL performance of the students at the Department of Special Education

of the University of Thessaly in the context of learning and testing for the compulsory
course “Introduction to Greek Sign Language” of the department curriculum

Project Funding

SL-ReDu is supported by the Hellenic Foun-
dation for Research and Innovation
(H.F.R.I.) under the “First Call for H.F.R.l.
Research Projects to support Faculty
members and Researchers and the pro-
curement of high-cost research equip-
ment grant” (Contract Number: HFRI-
FM17-2456)

Research & Innovation

SL-ReDu Project Duration: 42 months:
2020-2023

SL-ReDu Human-computer Interaction

+/ Web-based application communicating with the learner device

+/ ‘“Passive”, multiple-choice, singl type on GSL comprehension topics
employing combinations of text, image, SL video, and signing avatar based stimuli

/' “Active” GSL production by the learner, with video recording and ic r

of the produced articul , also providing feedback for correct positioning

</ Multiple learners may simultaneously access the system

+/ Educational material organization by the GSL instructor

</ Compilation of users statistics

GSL Recognition System

Visual tracking and feature extraction
Sequence learning model

Language model

LU U U N

GSL recognition tasks:
= lIsolated signing
« Continuous signing

= Continuous fingerspelling of letters

SL-ReDu Partners

Prof. Gerasimos Potamianos

@ gpotam@ieee.org

System Evaluation

+/ Self-monitoring of productive learning:
= Matching exercises
= Fill-in the blank exercises
= Type-the-answer exercises
+/ Performance objective assessment:
= One-off exam-like activity

= Providing overall assessment score
upon activity completion

EE5E

‘ﬂ SL-ReDu project

'o Sl-redu.e-ce
N~

sl-redu.e-ce.uth.gr

Figure 6: The redesigned project poster for further project dissemination.

D6.4 Publicity and Dissemination Report for Y3
Page 13



5 Future Dissemination Plans

The SL-ReDu partners plan to continue dissemination activities beyond the project’s end in a series of
events that attract heavy interest by the general public as well as some of the project stakeholders and
policy makers. Among those, we plan to participate in September 2023 at the DEAFestival in Larissa,

Greece (URL: https://www.omke.gr/deafestival-2023/).

Following on the footsteps of our Y1-Y3 publications, we plan to submit articles to at least one
conference in late 2023 / early 2024, as well as to one journal, based on the Ph.D. Thesis work of Katerina
Papadimitriou.
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6 Conclusions

In this deliverable, we presented our dissemination activities during the third (final) year of the SL-ReDu
project, primarily involving conference paper publications and presentations, as well as an open-access
journal publication, some additional dissemination work, and student supervision in their thesis work on
the project challenging topics. It’s worth noting that the SL-ReDu project has resulted to a total of 16
publications during its life-span (see also [1], [2]). Finally, in this deliverable we briefly outlined our
plans for possible future dissemination activities, beyond the project’s end.
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