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Executive Summary

The SL-ReDu project aims to advance the state-of-the-art in the automatic recognition of Greek Sign
Language (GSL) from videos, while focusing on the education use-case of standardized teaching of GSL
as a second language. In this deliverable (D4.1), we present the first version of the SL-ReDu human-
computer interface (HCI) as currently designed to be incorporated in the first version of the SL-ReDu
system in WP5. The design accommodates the language material of WP3 and involves appropriate dialog
management strategies, exploiting text, icons, video, or synthetic signing for interacting with the platform
users. The deliverable is part of the second project milestone (MS2), and it will be updated as D4.2
corresponding to the second version of the SL-ReDu HCIL.
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1 Introduction

Designing an interactive human-computer interface (HCI) for language learning, exercising, and testing
represents a relatively recent trend in the sign language (SL) literature [1-3]. Compared to traditional
spoken languages, the task faces additional methodological and technical challenges for SLs [4-7]. For
example, self-monitoring and testing in SL as L2 require exploitation of video and image streams to build
interfaces for both passive and productive language exercising. In addition, while creation of exercises to
test comprehension and understanding of language elements is a relatively well-implemented task, active
learner participation in SL performance introduces a completely innovative aspect in SL learning. To
accomplish this task, the learners are required to create and upload their own videos of linguistic
performance and provide consent to have these videos feed an SL recognition engine.

Based on earlier SL-ReDu deliverable D3.2 of WP3 [8], the design of the platform interface for the
project has opted for a user-friendly and straightforward environment. The goal is to provide a platform
that incorporates easy-to-use user-centric functionalities and user-supporting features, which can be run
by the student equipped with a suitable computer and camera. From the educational content point-of-
view, the self-monitoring and assessment modules of the platform need to incorporate the complete
curriculum of L2 AO-A1. This means that, in line with the design of the platform system architecture that
has been discussed in deliverable D5.2 of WP5 [9], all user interaction patterns need to be taken into
account to effectively accommodate the educational content. The variation in user interaction patterns is
also necessary when the tutor is setting together a new test, since the latter needs to be drawn from a large
pool of available candidate exercises, in line with the accredited SL curriculum, as suggested by the
Common European Framework for Languages [10]. The aim is to design a platform interface to address
the needs of a large population of students objectively and accurately [11].

Deliverable D4.1 reports on the first phase of our work on Tasks T4.1 and T4.2 of WP4 of the SL-ReDu
project, which combine the design of the HCI with the various interaction modes which are required to
successfully perform the self-monitoring and assessment tasks in the SL-ReDu platform. D4.1 exhibits
how the first version of the platform will incorporate the educational content to be tested during the first
user evaluation, as defined in the project Technical Annex. In parallel, it provides a showcase of
incorporating in the HCI design various insights on theory presentation principles, self-monitoring, and
objective evaluation characteristics. It further demonstrates how HCI can be fed by linguistic modelling
and incorporate the project recognition module communication procedures in a user-friendly manner.

For the design of the self-monitoring module, the exercising layout is such that supports the learners to
improve their linguistic skills through interactive exercises in an attractive and structured way. The layout
is designed to be plain for optimal concentration on the visual learning material. Use of icons, video, and
synthetic signing are extensively utilized, while text is minimal in all other activities but fingerspelling,
where it is required by nature. A similar approach is followed for the assessment module design,
incorporating a set of pedagogically approved features which differentiate the state of learning from the
state of testing.
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2 The Designed Interface

As defined in D5.2 [9], which reports on technical specifications and system architecture, the SL-ReDu
platform will be hosted by an Apache Web Server. A MySQL database will be used to store all
educational material and exercises, as well as user progress and performance statistics, based on
information exchanged between the user and the web server in order to complete the assignments. The
web application is designed to incorporate a camera module to record user performance whenever
required, with the submitted user recordings sent to the SL-ReDu recognition module.

In the sections that follow, indicative screenshots exhibit the adopted HCI approach to the first version of
the SL-ReDu system implementation. The aim is to illustrate user account setup, educational content
presentation, self-monitoring capability of the learner, and the objective evaluation (testing) options
offered by the platform, as currently designed.

2.1 Initial Web-Based HCI Page

The landing page of the SL-ReDu platform is depicted in Figure 1. The “About” menu item hosts useful
information about the project, while at the current stage two more menu items have been created. The
“Self-Monitoring” menu contains the presentation of educational content including theory, consolidation
and exercises, while the “Testing” menu provides different tests for learners to facilitate their objective
evaluation. Different exercise types have been designed to fulfill the SL as L2 educational tasks, most
importantly incorporating GSL recognition of live learners’ performance, wherever required.

W\, SL-ReDy

e e S R o e e o

Selt-assessment environment of GSL leaming as a second language (L2).
Visit project's Site for more information.

¥\ SL-ReDy B i © EAIAEK.

Copyright (C) 2020 - 2021

Figure 1: Landing web page of the designed SL-ReDu HCI.
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2.2 User Accounts

Different types of users (instructors and learners) can either sign in (for the first time) or revisit by simply
logging in, as shown in Figures 2 and 3, respectively.

< & sign.itsp.gr (

Figure 2: User registration.
D < 0 @ sign.ilsp.gr ¢ oM+ @

sign in

You are not logged in

@ Remember me next time

togn

Did you forget your password?
Click

Not registered yet?
Register  now. It's free

Figure 3: User log-in.
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2.3 Content Presentation

The educational content of SL-ReDu, presented in deliverable D3.2 [8], is organized in a number of
chapters to better facilitate the HCI design. The first chapter corresponds to the task of fingerspelling, and
it is chosen in this deliverable as the showcase to illustrate the HCI design adopted by the project and its
respective implementation potential. In the figures that follow (Figures 4-9), typical content presentation
design screenshots are depicted for this chapter, showing the typical navigation through the specific
educational material enabled by the HCI.

W\, SL-ReDy

O1 apiByo Mevos

To AaxTuixé AAGaBNTO

1\ SL-ReDy B 5 © ENIAEK.
Copyright (C) 2020 - 2021

Figure 4: The landing page of the fingerspelling chapter (level 1).

I\ SL-ReDy

Opddeg MpappdTwy Mevoi | To Aaxtukixé AAgdginTo

MpapparaA-Q
To AaxruAixé AA@épnTo

14\ SL-ReDy =5 © EAIAEK

Copyright (C) 2020 - 2021

Figure 5: The table of contents (level 2) for the case of the fingerspelling chapter, depicting the letter
clusters and overall alphabet consolidation.
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o < ©

A  About-  Self-Monitoring~  Testing~

Ta ypappara A,Z,E,O
Ta ypappara FLA,®,|
Ta ypappara Z,H,N

Ta ypappara AMN,T
Ta ypappara ©,Z,W X
Ta ypppara B,K,PY,Q

14 SL-ReDy

& sign.iisp.gr ¢ [olNu)]

+ ©
Login-

I\, SL-ReDy

PR

Mevoi | To Aaxtuhixé AApdBnTo

Opédeg Mpappérwy

RS AW

© ENIAEK.
Copyright (C) 2020 - 2021

Figure 6: Educational sub-chapter content (level 3) for the case of fingerspelling, depicting clusters of

letters that are phonologically similar.

o < ©

A  About-  Sel-Monitoring-  Testing~

Mapouoiaon Bewpiag
Epmédwon Bewpiag
Aoknoeig

1) SL-ReDy

& sign.lsp.gr ¢

®©h + 0

“DLogin~

I, SL-ReDy

T

Mevoo | To AaxtuAixé AA@éBnTo | Ta ypéppara ALE,0

Ta ypéppara A,L,E,0

‘Qt

B S

Copyright (C) 2020 - 2021

© EAIAEK

Figure 7: Educational sub-chapter content organization (level 4) for the case of fingerspelling, showing
menu choices for theory presentation, theory consolidation, and exercises, corresponding to a specific

cluster of letters.
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©bd + 0

& sign.ilsp.gr
DLogin-

D <

A About-  Self-Monitoring~  Testing~

W\, SL-ReDy

Er——————
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Epmédwon Bewpiag
AokAoEIg
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Aa

Aa

1) SL-ReDy ESS M ©ENAEK
Copyright (C) 2020 - 2021
Figure 8: Example of one-to-one theory presentation of content material in the case of fingerspelling.
©h + 0

& sign.isp.gr
“Login

o <

A About-  Self-Monitoring~  Testing~

W\, SL-ReDy

-

Mevod | To Aaxruhixé AA@éBnTo | Ta ypéupata AEE,0

Mapouaiaon Bewpiag
Epmédwon Bewpia
DI MEEESS Ta ypéappara A,XL,E,0
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>

——

Ee|Xol

Ada

© EAIAEK

ERE A EAIAEK

sP /
(©)2020-

8

1

i

o\ SL-Re#!_u

Figure 9: Theory consolidation example for the case of fingerspelling, presenting small groups of similar

letters with their equivalent fingerspelling symbols.
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2.4 Self-Monitoring

Within the self-monitoring module, the HCI allows the presentation of exercises, which the learner may
repeat as many times as needed, in order to master the presented content. Such exercises are in the form
of “passive”-type, multiple-choice, single-correct answer selection among a set of stimuli provided by the
HCI in the form of text, icons, speech, video, or synthetic signing, as well as “active”-type exercises that
require SL production by the learner, captured by a camera and fed to the SL recognition module to
provide learner feedback. In Figures 10-15 that follow, typical HCI screenshots are depicted for the case
of the fingerspelling task.

o < 0 & sign.iisp.gr g ©h + 0O

A About-  Self-Monitoring~  Testing~
I\, SL-ReDy

MNapouciaon Bewpiag Mevoi | To AaxruAié AA@aBnro | Ta ypéppara ALE,0
Epmédwon Bswpia
5 Ta ypappara A,L,E,0
» Aokrioeig

116

fr
Oo [Zo| [Ee|

£y
x

"\, SL-ReDy =105

yright (C) 2020 -

: © ENIAEK
221

§
8.3t

Figure 10: Multiple-choice, single-answer exercise in the fingerspelling chapter, concerning the selection
of the correct letter in isolated fingerspelling among a set of similarly articulated letters. A static image of
the manual articulation of the fingerspelled letter is provided as stimulus, while the multiple choices are
shown in the form of static text images of similarly articulated letters. The HCI provides feedback in the
form of a green check mark in case of a correct answer, or in the form of a red “x” mark if the learner
answer is incorrect (all responses / feedback marks are shown here for better demonstration).
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SL-Redu x |+

o
<« C @ sign.iisp.gr/SLRedu_dev/firstEval.php?e1=5&e2=18e3=18e4=3405=5 % 2
A About-  Self-Monitoring~  Testing~ DLogin+
\} -
WY SL-ReDu
MNapouoiaon Bewpiag Mevol | To Aaxtuliké AA@aBnTo | Ta ypdppara ALE,0
Epmédwon Bewpia
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» Aokroeig
4 »
> 008/0:08
516
x v
a\ = [l 2!
¥, SL-ReDy E S © EAIAEK.

Conurinkt (012000 . 9001

Figure 11: Multiple-choice, single-answer exercise in the fingerspelling chapter, concerning the selection
of the correct word that corresponds to a continuous string of fingerspelled letters. The input stimulus is a
signing avatar, while the multiple choices are shown in the form of static text images of words.

SL-Redu x o+ (-]
€ C @ sign.ilsp.gr/SLRedu_dev/firstEval.php?e1=58e2=1&e3=1&e4=38e5=9 * &
A About-  Self-Monitoring~  Testing~ “JLogin~
W\ i
"N SL-ReDy
Napouoiaon Bewpiag Mevod | To Aaxtuhié AA@aBnTo | Ta ypappara A,LE,0
Epméd (] ia
HITEOWOon ewpsas Ta ypappara A,L,E,0
» Aokrioeig
4 »
o
- w
916
—la Y —
| | |
1
[ | ’ | [ |
( .} g/ l
|
(e | — =
R i — 'ﬁ
SL-ReDy B © EAIAEK.

Copyright (C) 2020 - 2021
Figure 12: Multiple-choice, single-answer exercise in the fingerspelling chapter, concerning the selection

of the correct initial letter among various words. A static image of the manual articulation of the finger-

spelled letter is provided as stimulus, while the multiple choices are shown in the form of static icons
depicting word meaning.
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€« C @ signilsp.gr/SLRedu_dev/firstEval. php?e1=58e2=18e3=18e4=38e5=13 % =&
A About-  Self-Monitoring~  Testing~ <JLogin~
\ -R
¥ SL-ReDu
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4 »
1316
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'\, SL-ReDu =105 () 1 © EAIAEK.
Copyright (C) 2020 - 2021

Figure 13: Multiple-choice, single-answer exercise in the fingerspelling chapter, concerning the selection

of the correct letter in isolated fingerspelling among a set of letters. The input stimulus is a signing video,
while the multiple choices are shown in the form of static text images of letters.

SL-Redu x °
« C @ signilsp.gr/SLRedu_dev/firstEval.php?e1=58e2=28e3=18e4=3405=8 % @
A4 About-  Self-Monitoring~  Testing~ +JLogin~
A\ -
WYy SL-ReDy
MNapouciaon Bewpiag Mevoo | To Aaxtuhixé AA@aBnTo | Avaxepahaiwon
Epmédwon Bewpia
- HLLEs Mpappara A - 0
» Aoknioeig
4 »
818
[ 2
1 SL-ReDy E S i © ENIAEK.
Copyright (C) 2020 - 2021

Figure 14: Multiple-choice, single-answer exercise in the fingerspelling chapter, concerning the matching

of a continuously fingerspelled word (shown as a signing avatar stimulus) to the correct one among a set
of videos of fingerspelled words produced by a native signer.
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SL-Redu x 4

°
« C @ signilsp.gr/SLRedu_dev/firstEval. php?e1=58e2=28e3=18e4=34e5=15 - % 2
A About-  Self-Monitoring-  Testing~ < Login
Napouaiaon Bewpiag Mevod | To Aaxtuhixé AAgénTo | Avaxegahaiwon
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- i s S Fpéppara A - 0
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4 »
1518
OpenCamera  SubmitAnswer
\ [l 4,
1) SL-ReDy B 5 ) © ENIAEK

Convriaht (C) 2020 - 2021

Figure 15: An active SL production exercise on continuous fingerspelling. The student is presented with
a word (in the form of a text image) and is asked to fingerspell it within a pre-set time window. The HCI

provides appropriate control buttons to allow recording, revising, and submitting the SL production to the
SL-ReDu recognition engine.
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2.5 Objective Evaluation

The objective evaluation module, in contrast to the self-monitoring one, is designed to allow a pre-defined
by the instructor set of exercises. Such exercises are similar to the ones of the self-monitoring module
discussed in Section 2.4, namely multiple-choice selection and SL production by the student. Further,
time constraints are enforced for the completion of the module, as set by the instructor. The contribution
of the various exercises to the overall score are also defined by the instructor, and the resulting grading of
the learner is depicted by the HCL. All aforementioned information is entered in an Excel sheet of a
specific format, as discussed in deliverable D5.2 [9], which is parsed to fill an appropriate database
structure (see also Figures 16 and 17). Additional figures in this section (Figures 18-25) show typical
screenshots of the objective evaluation HCI, depicted for the case of the fingerspelling task. Both

multiple-choice (Figures 18-22) and SL production (Figures 23-25) exercise screenshots are depicted.

# | Localinstance MySQL56 X

File Edit View Query

Database  Server

Tools

6 SEE&EEE

Navigator
MANAGEMENT
© server status
2 client Connections
2 uUsers and Privileges
(29 Status and System Variables
& Data Export
&, Data Import/Restore

INSTANCE
@ startup/Shutdown
A serverlogs
# Options File

PERFORMANCE
& Dashboard
&7 Performance Reports
&N Performance Schema Setup

SCHEMAS o

» ] Columns
» B Indexes
» T ForeignKeys
» B Triggers

] () E D
SRR

'yvvvvy

Figure 16: Structure of the objective evaluation exercises, as parsed in the database that guides the HCIL.
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Figure 17: Sample coding of the objective evaluation exercise content in MS Excel format.
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@ St-Redu-Testing x +

€ 5 C @ signisp.gr/SLRedu_dev/testrepo.phprel=5ae2=18e3=1804=380521

A About-  Self-Monitoring~  Testing~

V*\ SL-ReDy
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* 9
<) Log
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e
=5 © ENIAEK

Copyright (C) 2020 - 2021

Figure 18: Setting up the overall time constraints to complete the objective evaluation, choosing from
two values fixed by the instructor. Selecting the slower pace leaves room for self-practicing under
simulated real-test conditions, and — when ready — the learner can perform the actual test selecting the

required faster pace.
@ St-Redu-Testing x 4+

<« C @ sign.iisp.gr/SLRedu_dev/testrepol.php?el=5&e2=18e3=14ed=34e5=1

A About-  Self-Monitoring=  Testing~

2Nl

HAIOZ
BAAAZIA

Score (Points):

Time

00:11:35

%Y, SL-ReDy

» D05 /005

151

Figure 19: Multiple-choice, single-answer exercise for objective evaluation in continuous fingerspelling.
The student is shown a signing video avatar fingerspelling a word as input stimulus, and is asked to select
the word among multiple word choices depicted as static text images. The test time elapsed appears as a

time progress bar.
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Figure 20: Multiple-choice, single-answer exercise for objective evaluation in continuous fingerspelling.
The student is shown a signing video avatar fingerspelling a word as input stimulus, and is asked to select
the word among multiple word choices provided as icons. The test time elapsed is also depicted.
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Figure 21: Multiple-choice, single-answer exercise for objective evaluation in isolated fingerspelling.

The student is provided a video of a signer fingerspelling a single letter as input stimulus, and is asked to
select the letter among multiple choices shown as static text images. The test time is also depicted.
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Figure 22: Multiple-choice, single-answer exercise for objective evaluation in continuous fingerspelling.
The student is provided a signing avatar fingerspelling a word as stimulus, and is asked to match it against
pre-recorded video sequences of words fingerspelled by a signer. The time elapsed is also shown.
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Figure 23: An active SL production exercise on continuous fingerspelling. The learner is shown a word
(as text) and is asked to fingerspell it, allowing up to two attempts to accomplish the task correctly. A
“turn camera on” button is used to initiate video recording of the learner’s articulation, with a “submit
answer” button available to upload the recorded video for processing by the SL-ReDu recognition engine.
The test time elapsed is also shown. In this particular screenshot, the learner is visible during recording.
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Figure 24: An active SL production exercise on continuous fingerspelling for objective evaluation of the
learner (following Figure 23). In this screenshot, the learner can be seen previewing the answer (recorded
video of signing production), before deciding whether to submit it to the SL-ReDu recognition engine.
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Figure 25: An active SL production exercise on continuous fingerspelling for objective evaluation of the
learner (continuation from Figures 23 and 24). In this screenshot the HCI can be seen providing feedback
to the learner concerning the correctness of the recorded video of the signing production, as determined
by the SL-ReDu recognizer. The feedback appears as a text popup message below the recording window.
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3 Conclusions

In this deliverable (D4.1), we presented the first version of the designed human-computer interface that
will be implemented in the first version of the SL-ReDu system (upcoming deliverable D5.3), in
accordance with the developed architecture of system integration (reported in deliverable D5.2). As
discussed, the interface allows for user account setup and login, educational content presentation, learner
self-monitoring, as well as learner objective evaluation, supporting this process for multiple learners and
providing flexibility in these tasks in accordance with the educational material presented in deliverable
D3.2. The goal of the adopted design is to successfully meet the second project milestone (MS2),
designing a platform that will effectively support the first end-user evaluation that will be reported in
future deliverable D5.4, as foreseen in the project Technical Annex.
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